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Let k; be an index term, d; be a document, and w;; > O be a weight
associated with the pair (k;,d;). This weight quantifies the importance of the
index term for describing the document semantic contents.

Definition Lett be the number of index terms in the system and k; be a generic
index term. K = {ki,...,k:} is the set of all index terms. A weight w;; > 0
is associated with each index term k; of a document d;. For an inder term
which does not appear in the document text, w;; = 0. With the document d;
is associated an index term vector d; represented by d_; = (w1, W2, .-, Wt j)-
Further, let g; be a function that returns the weight associated with the index

—

term k; in any t-dimensional vector (i.e., g;(d;) = w; ;).

As we later discuss, the index term weights are usually assumed to be mutu-
ally independent. This means that knowing the weight w; ; associated with the
pair (k;,d;) tells us nothing about the weight w;y; ; associated with the pair
(ki+1.d;). This is clearly a simplification because occurrences of index terms in
a document are not uncorrelated. Consider, for instance, that the terms com-
puter and network are used to index a given document which covers the area of
computer networks. Frequently, in this document, the appearance of one of these
two words attracts the appearance of the other. Thus, these two words are corre-
lated and their weights could reflect this correlation. While mutual independence
seems to be a strong simplification, it does simplify the task of computing index
term weights and allows for fast ranking computation. Furthermore, taking ad-
vantage of index term correlations for improving the final document ranking is
not a simple task. In fact, none of the many approaches proposed in the past
has clearly demonstrated that index term correlations are advantageous (for
ranking purposes) with general collections. Therefore, unless clearly stated oth-
erwise, we assume mutual independence among index terms. In Chapter 5 we
discuss modern retrieval techniques which are based on term correlations and
which have been tested successfully with particular collections. These successes
seem to be slowly shifting the current understanding towards a more favorable
view of the usefulness of term correlations for information retrieval systems.

The above definitions provide support for discussing the three classic infor-
mation retrieval models, namely, the Boolean, the vector, and the probabilistic
models, as we now do.

2.5.2 Boolean Model

The Boolean model is a simple retrieval model based on set theory and Boolean
algebra. Since the concept of a set is quite intuitive, the Boolean model pro-
vides a framework which is easy to grasp by a common user of an IR system.
Furthermore, the queries are specified as Boolean expressions which have precise
semantics. Given its inherent simplicity and neat formalism, the Boolean model
received great attention in past years and was adopted by many of the early
commercial bibliographic systems.
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Figure 2.3 The three conjunctive components for the query [g = ka A (ks V —kc)].

Unfortunately, the Boolean model suffers from major drawbacks. First,
its retrieval strategy is based on a binary decision criterion (i.e., a document is
predicted to be either relevant or non-relevant) without any notion of a grading
scale, which prevents good retrieval performance. Thus, the Boolean model is
in reality much more a data (instead of information) retrieval model. Second,
while Boolean expressions have precise semantics, frequently it is not simple to
translate an information need into a Boolean expression. In fact, most users find
it difficult and awkward to express their query requests in terms of Boolean ex-
pressions. The Boolean expressions actually formulated by users often are quite
simple (see Chapter 10 for a more thorough discussion on this issue). Despite
these drawbacks, the Boolean model is still the dominant model with commercial
document database systems and provides a good starting point for those new to
the field.

The Boolean model considers that index terms are present or absent in a
document. As a result, the index term weights are assumed to be all binary, i.e.,
w; j € {0,1}. A query q is composed of index terms linked by three connectives:
not, and, or.Thus, a query is essentially a conventional Boolean expression which
can be represented as a disjunction of conjunctive vectors (i.e., in disjunctive nor-
mal form — DNF). For instance, the query [g = k, A (ky V —k.)] can be written
in disjunctive normal form as (74, s = (1,1,1) V (1,1,0) V (1,0,0)], where each of
the components is a binary weighted vector associated with the tuple (kas kb, ke).
These binary weighted vectors are called the conjunctive components of y, 5
Figure 2.3 illustrates the three conjunctive components for the query g.

Definition  For the Boolean model, the index term weight variables are all
binary ie., w;; € {0,1}. A query q is a conventional Boolean expression. Let
Jany be the disjunctive normal form for the query q. Further, let §.. be any of the
conjunctive components of Gans. The similarity of a document d; to the query gq
is defined as

()= 1 3 | (e € Qung) A (Vao, 90(d5) = 0u(dc))
sim(d;, q) _{ 0 otherwise
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If sim(d;, q) = 1 then the Boolean model predicts that the document d; is relevant
to the query q (it might not be). Otherwise, the prediction is that the document
s not relevant.

The Boolean model predicts that each document is either relevant or non-
relevant. There is no notion of a partial match to the query conditions. For
instance, let d; be a document for which d—; = (0,1,0). Document d; includes
the index term kj but is considered non-relevant to the query {g = kq A (kyV—ke)].
The main advantages of the Boolean model are the clean formalism behind
the model and its simplicity. The main disadvantages are that exact matching
may lead to retrieval of too few or too many documents (see Chapter 10). Today,
it is well known that index term weighting can lead to a substantial improvement
in retrieval performance. Index term weighting brings us to the vector model.

2.5.3 Vector Model

The vector model [697, 695] recognizes that the use of binary weights is too
limiting and proposes a framework in which partial matching is possible. This
is accomplished by assigning non-binary weights to index terms in queries and
in documents. These term weights are ultimately used to compute the degree
of similarity between each document stored in the system and the user query.
By sorting the retrieved documents in decreasing order of this degree of similar-
ity, the vector model takes into consideration documents which match the query
terms only partially. The main resultant effect is that the ranked document an-
swer set is a lot more precise (in the sense that it better matches the user infor-
mation need) than the document answer set retrieved by the Boolean model.

Definition For the vector model, the weight w; ; associated with a pair (k;,d;)
is positive and non-binary. Further, the index terms in the query are also
weighted. Let w; 4 be the weight associated with the pair [k;,q], where w; ¢ > 0.

Then, the query vector q is defined as ¢ = (w1,q,Wa,q, - --,Weq) where t is the
total number of index terms in the system. As before, the vector for a document
d; is represented by d; = (wy j, w2, ... W)

Therefore, a document d; and a user query ¢ are represented as t-dimensional
vectors as shown in Figure 2.4. The vector model proposes to evaluate the degree
of similarity of the document d; with regard to the query q as the correlation
between the vectors d; and ¢. This correlation can be quantified, for instance,
by the cosine of the angle between these two vectors. That is,

d; o7
|d;| x |q1
Ziﬂ Wij X Wigq

t 2 t 2
\/Zz"] wr.) X \/ZJ:l U'Lq

sim(d;,q)
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Qy

Figure 2.4 The cosine of 6 is adopted as sim(d;, q).

where |d;| and |q] are the norms of the document and query vectors. The factor
|q] does not affect the ranking (i.e., the ordering of the documents) because it
is the same for all documents. The factor |d}| provides a normalization in the
space of the documents.

Since w; ; > 0 and w; 4 > 0, sim(q, d;) varies from 0 to +-1. Thus, instead of
attempting to predict whether a document is relevant or not, the vector model
ranks the documents according to their degree of similarity to the query. A
document might be retrieved even if it matches the query only partially. For
instance, one can establish a threshold on sim(d;, q) and retrieve the documents
with a degree of similarity above that threshold. But to compute rankings we
need first to specify how index term weights are obtained.

Index term weights can be calculated in many different ways. The work by
Salton and McGill [698] reviews various term-weighting techniques. Here, we do
not discuss them in detail. Instead, we concentrate on elucidating the main idea
behind the most effective term-weighting techniques. This idea is related to the
basic principles which support clustering techniques, as follows.

Given a collection C of objects and a vague description of a set A, the goal of
a simple clustering algorithm might be to separate the collection C of objects into
two sets: a first one which is composed of objects related to the set A and a second
one which is composed of objects not related to the set A. Vague description here
means that we do not have complete information for deciding precisely which
objects are and which are not in the set A. For instance, one might be looking
for a set A of cars which have a price comparable to that of a Lexus 400. Since it
is not clear what the term comparable means exactly, there is not a precise (and
unique) description of the set A. More sophisticated clustering algorithms might
attempt to separate the objects of a collection into various clusters (or classes)
according to their properties. For instance, patients of a doctor specializing
in cancer could be classified into five classes: terminal, advanced, metastasis,
diagnosed, and healthy. Again, the possible class descriptions might be imprecise
(and not unique) and the problem is one of deciding to which of these classes
a new patient should be assigned. In what follows, however, we only discuss
the simpler version of the clustering problem (i.e., the one which considers only
two classes) because all that is required is a decision on which documents are
predicted to be relevant and which ones are predicted to be not relevant (with
regard to a given user query).
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To view the IR problem as one of clustering, we refer to the early work of
Salton. We think of the documents as a collection C' of objects and think of the
user query as a (vague) specification of a set A of objects. In this scenario, the
IR problem can be reduced to the problem of determining which documents are
in the set A and which ones are not (i.e., the IR problem can be viewed as a
clustering problem). In a clustering problem, two main issues have to be resolved.
First, one needs to determine what are the features which better describe the
objects in the set A. Second, one needs to determine what are the features
which better distinguish the objects in the set A from the remaining objects in
the collection C. The first set of features provides for quantification of intra-
cluster similarity, while the second set of features provides for quantification
of inter-cluster dissimilarity. The most successful clustering algorithms try to
balance these two effects.

In the vector model, intra-clustering similarity is quantified by measuring
the raw frequency of a term k; inside a document d;. Such term frequency is
usually referred to as the ¢f factor and provides one measure of how well that
term describes the document contents (i.e., intra-document characterization).
Furthermore, inter-cluster dissimilarity is quantified by measuring the inverse
of the frequency of a term k; among the documents in the collection. This
factor is usually referred to as the inverse document frequency or the idf factor.
The motivation for usage of an idf factor is that terms which appear in many
documents are not very useful for distinguishing a relevant document from a
non-relevant one. As with good clustering algorithms, the most effective term-
weighting schemes for IR try to balance these two effects.

Definition  Let N be the total number of documents in the system and n; be
the number of documents in which the inder term k; appears. Let fregq; ; be the
raw frequency of term k; in the document d; (i.e., the number of times the term
ki is mentioned in the text of the document d;). Then, the normalized frequency
fi; of term k; in document d; is given by

fij= ﬂf__ (2.1)

maz; freq;

where the marimum s computed over all terms which are mentioned in the tect
of the document d;. If the term k; does not appear in the document d; then
fi,j = 0. Further, let idf;, inverse document frequency for k;, be given by

N
idf; = log — (2.2)
T
The best known term-weighting schemes use weights which are given by

N
wij = fij % log — (2.3)
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or by a variation of this formula. Such term-weighting strategies are called tf-idf
schemes.

Several variations of the above expression for the weight w; ; are described in an
interesting paper by Salton and Buckley which appeared in 1988 [696]. However,
in general, the above expression should provide a good weighting scheme for
many collections.

For the query term weights, Salton and Buckley suggest

N
x log — (2.4)

0.5 2Q;
Wig = (()_5 + w) m

mazx; freqq

where freg; 4 is the raw frequency of the term k; in the text of the information
request q.

The main advantages of the vector model are: (1) its term-weighting scheme
improves retrieval performance; (2) its partial matching strategy allows retrieval
of documents that approzimate the query conditions; and (3) its cosine rank-
ing formula sorts the documents according to their degree of similarity to the
query. Theoretically, the vector model has the disadvantage that index terms are
assumed to be mutually independent (equation 2.3 does not account for index
term dependencies). However, in practice, consideration of term dependencies
might be a disadvantage. Due to the locality of many term dependencies, their
indiscriminate application to all the documents in the collection might in fact
hurt the overall performance.

Despite its simplicity, the vector model is a resilient ranking strategy with
general collections. It yields ranked answer sets which are difficult to improve
upon without query expansion or relevance feedback (see Chapter 5) within the
framework of the vector model. A large variety of alternative ranking methods
have been compared to the vector model but the consensus seems to be that,
in general, the vector model is either superior or almost as good as the known
alternatives. Furthermore, it is simple and fast. For these reasons, the vector
model is a popular retrieval model nowadays.

2.5.4 Probabilistic Model

In this section, we describe the classic probabilistic model introduced in 1976
by Roberston and Sparck Jones [677) which later became known as the binary
independence retrieval (BIR) model. Our discussion is intentionally brief and
focuses mainly on highlighting the key features of the model. With this purpose
in mind, we do not detain ourselves in subtleties regarding the binary indepen-
dence assumption for the model. The section on bibliographic discussion points
to references which cover these details.

The probabilistic model attempts to capture the IR problem within a prob-
abilistic framework. The fundamental idea is as follows. Given a user query,
there is a set of documents which contains exactly the relevant documents and
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no other. Let us refer to this set of documents as the ideal answer set. Given the
description of this ideal answer set, we would have no problems in retrieving its
documents. Thus, we can think of the querying process as a process of specify-
ing the properties of an ideal answer set (which is analogous to interpreting the
IR problem as a problem of clustering). The problem is that we do not know
exactly what these properties are. All we know is that there are index terms
whose semantics should be used to characterize these properties. Since these
properties are not known at query time, an effort has to be made at initially
guessing what they could be. This initial guess allows us to generate a prelim-
inary probabilistic description of the ideal answer set which is used to retrieve
a first set of documents. An interaction with the user is then initiated with the
purpose of improving the probabilistic description of the ideal answer set. Such
interaction could proceed as follows.

The user takes a look at the retrieved documents and decides which ones
are relevant and which ones are not (in truth, only the first top documents need
to be examined). The system then uses this information to refine the description
of the ideal answer set. By repeating this process many times, it is expected
that such a descripticn will evolve and become closer to the real description of
the ideal answer set. Thus, one should always have in mind the need to guess at
the beginning the description of the ideal answer set. Furthermore, a conscious
effort is made to model this description in probabilistic terms.

The probabilistic model is based on the following fundamental assumption.

Assumption (Probabilistic Principle) Given a user query ¢ and a document d;
in the collection, the probabilistic model tries to estimate the probability that
the user will find the document d; interesting (i.e., relevant). The model as-
sumes that this probability of relevance depends on the query and the document
representations only. Further, the model assumes that there is a subset of all
documents which the user prefers as the answer set for the query ¢. Such an
ideal answer set is labeled R and should maximize the overall probability of rel-
evance to the user. Documents in the set R are predicted to be relevant to the
query. Documents not in this set are predicted to be non-relevant.

This assumption is quite troublesome because it does not state explicitly
how to compute the probabilities of relevance. In fact, not even the sample space
which is to be used for defining such probabilities is given.

Given a query g, the probabilistic model assigns to each document d;, as
a measure of its similarity to the query, the ratio P(d; relevant-to q)/P(d; non-
relevant-to q) which computes the odds of the document d; being relevant to the
query q. Taking the odds of relevance as the rank minimizes the probability of
an erroneous judgement [282, 785].

Definition For the probabilistic model, the index term weight variables are
all binary t.e., w;; € {0,1}, w; g € {0,1}. A query q is a subset of index terms.
Let R be the set of documents known (or initially guessed) to be relevant. Let R
be the complement of R (i.e., the set of non-relevant documents). Let P(Rld_;)
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be the probability that the document d; is relevant to the query q and P(ﬁld-;)
be the probability that d; is non-relevant to q. The similarity sim(d;,q) of the
document d; to the query q is defined as the ratio

P(R|d))

P(R]d;)

sim(d;,q) =

Using Bayes’ rule,

sim(d;, q) = wz
P(d;|R) x P(R)
P(d_;[R) stands for the probability of randomly selecting the document d; from
the set R of relevant documents. Further, P(R) stands for the probability that a
document randomly selected from the entire collection is relevant. The meanings
attached to P(d;lﬁ) and P(R) are analogous and complementary.

Since P(R) and P(R) are the same for all the documents in the collection,
we write,

Assuming independence of index terms,

(L, (d)=1 PR:lR)) x (T, (=0 P(KilR))
(My.d)=1 PR:IR) x ([1,, i y—o P(k:IR))

sim(d;, )

P(k;|R) stands for the probability that the index term k; is present in a document
randomly selected from the set R. P(k;|R) stands for the probability that the
index term k; is not present in a document randomly selected from the set R.
The probabilities associated with the set R have meanings which are analogous
to the ones just described.

Taking logarithms, recalling that P(k;|R) + P(k;|R) = 1, and ignoring
factors which are constant for all documents in the context of the same query,
we can finally write

¢ -
: P(ki|R) 1 — P(ki|R)
sim(d;,q) ~ Wig X Wy 5 X (log + log —
2 ‘ = P(kiIR) P(ki[R)

which is a key expression for ranking computation in the probabilistic model.
Since we do not know the set R at the beginning, it is necessary to devise

a method for initially computing the probabilities P(k,|R) and P(k;|E). There

are many alternatives for such computation. We discuss a couple of them below.
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In the very beginning (i.e., immediately after the query specification), there
are no retrieved documents. Thus, one has to make simplifying assumptions such
as: (a) assume that P(k;|R) is constant for all index terms k; (typically, equal to
0.5) and (b) assume that the distribution of index terms among the non-relevant
documents can be approximated by the distribution of index terms among all
the documents in the collection. These two assumptions yield

P(k;lR) = 0.5
Pk[R) = %

where, as already defined, n; is the number of documents which contain the
index term k; and N is the total number of documents in the collection. Given
this initial guess, we can then retrieve documents which contain query terms and
provide an initial probabilistic ranking for them. After that, this initial ranking
is improved as follows.

Let V be a subset of the documents initially retrieved and ranked by the
probabilistic model. Such a subset can be defined, for instance, as the top r
ranked documents where 7 is a previously defined threshold. Further, let V; be
the subset of V' composed of the documents in V' which contain the index term
k;. For simplicity, we also use V and V; to refer to the number of elements in
these sets (it should always be clear when the used variable refers to the set or to
the number of elements in it). For improving the probabilistic ranking, we need
to improve our guesses for P(k;|R) and P(k;|R). This can be accomplished with
the following assumptions: (a) we can approximate P(k;|R) by the distribution
of the index term k; among the documents retrieved so far, and (b) we can
approximate P(k;|R) by considering that all the non-retrieved documents are
not relevant. With these assumptions, we can write,

Vi

P(kilR) = V
- n; —V;
P(ki|R) = N_V

This process can then be repeated recursively. By doing so, we are able to
improve on our guesses for the probabilities P(k;|R) and P(k;|R) without any
assistance from a human subject (contrary to the original idea). However, we
can also use assistance from the user for definition of the subset V as originally
conceived.

The last formulas for P(k;|R) and P(k;|R) pose problems for small values
of V and V; which arise in practice (such as V =1 and V; = 0). To circumvent
these problems, an adjustment factor is often added in which yields

Vi +0.5

PURIR) = 31
= i — Vi+0.
P((R) = n; —V; +0.5

N-V+1
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An adjustment factor which is constant and equal to 0.5 is not always satisfactory.
An alternative is to take the fraction n; /N as the adjustment factor which yields

Vit 4

PiR) = X
— nl—V1+£}
PERIR) = F—vor

This completes our discussion of the probabilistic model.

The main advantage of the probabilistic model, in theory, is that docu-
ments are ranked in decreasing order of their probability of being relevant. The
disadvantages include: (1) the need to guess the initial separation of documents
into relevant and non-relevant sets; (2) the fact that the method does not take
into account the frequency with which an index term occurs inside a document
(i.e.. all weights are binary); and (3) the adoption of the independence assump-
tion for index terms. However, as discussed for the vector model, it is not clear
that independence of index terms is a bad assumption in practical situations.

2.5.5 Brief Comparison of Classic Models

In general, the Boolean model is considered to be the weakest classic method. Its
main problem is the inability to recognize partial matches which frequently leads
to poor performance. There is some controversy as to whether the probabilistic
model outperforms the vector model. Croft performed some experiments and
suggested that the probabilistic model provides a better retrieval performance.
However, experiments done afterwards by Salton and Buckley refute that claim.
Through several different measures, Salton and Buckley showed that the vector
model is expected to outperform the probabilistic model with general collections.
This also seems to be the dominant thought among researchers, practitioners,
and the Web community, where the popularity of the vector model runs high.

2.6 Alternative Set Theoretic Models

In this section, we discuss two alternative set theoretic models, namely the fuzzy
set model and the extended Boolean model.

2.6.1 Fuzzy Set Model

Representing documents and queries through sets of keywords yields descriptions
which are only partially related to the real semantic contents of the respective
documents and queries. As a result, the matching of a document to the query
terms is approximate (or vague). This can be modeled by considering that each



"ALTERNATIVE SET THEORETIC MODELS 35

query term defines a fuzzy set and that each document has a degree of membership
(usually smaller than 1) in this set. This interpretation of the retrieval process
(in terms of concepts from fuzzy theory) is the basic foundation of the various
fuzzy set models for information retrieval which have been proposed over the
years. Instead of reviewing several of these models here, we focus on a particular
one whose description fits well with the models already covered in this chapter.
Thus, our discussion is based on the fuzzy set model for information retrieval
proposed by Ogawa, Morita, and Kobayashi [616]. Before proceeding, we briefly
introduce some fundamental concepts.

Fuzzy Set Theory

Fuzzy set theory [846] deals with the representation of classes whose boundaries
are not well defined. The key idea is to associate a membership function with
the elements of the class. This function takes values in the interval [0,1] with 0
corresponding to no membership in the class and 1 corresponding to full mem-
bership. Membership values between 0 and 1 indicate marginal elements of the
class. Thus, membership in a fuzzy set is a notion intrinsically gradual instead
of abrupt (as in conventional Boolean logic).

Definition A fuzzy subset A of a universe of discourse U is characterized by
a membership function pa : U — [0,1] which associates with each element u of
U a number pa(u) in the interval [0,1].

The three most commonly used operations on fuzzy sets are: the complement of
a fuzzy set, the union of two or more fuzzy sets, and the intersection of two or
more fuzzy sets. They are defined as follows.

Definition_ Let U be the universe of discourse, A and B be two fuzzy subsets
of U, and A be the complement of A relatve to U. Also, let u be an element of
U. Then,

pz(u) = 1-pa(u)
paup(u) = maz(pa(u), pp(u))
pans(u) = min(ua(u), pp(u))

Fuzzy sets are useful for representing vagueness and imprecision and have been
applied to various domains. In what follows, we discuss their application to
information retrieval.

Fuzzy Information Retrieval

As discussed in Chapters 5 and 7, one additional approach to modeling the
information retrieval process is to adopt a thesaurus (which defines term re-



36 MODELING

lationships). The basic idea is to expand the set of index terms in the query
with related terms (obtained from the thesaurus) such that additional relevant
documents (i.e., besides the ones which would be normally retrieved) can be re-
trieved by the user query. A thesaurus can also be used to model the information
retrieval problem in terms of fuzzy sets as follows.

A thesaurus can be constructed by defining a term-term correlation ma-
triz ¢ (called keyword connection matriz in [616]) whose rows and columns are
associated to the index terms in the document collection. In this matrix ¢, a
normalized correlation factor c;; between two terms k; and k; can be defined by

nil

Cil = —
n; +n; —n;y

where n; is the number of documents which contain the term k;, n; is the number
of documents which contain the term k;, and n;,; is the number of documents
which contain both terms. Such a correlation metric is quite common and has
been used extensively with clustering algorithms as detailed in Chapter 5.

We can use the term correlation matrix ¢ to define a fuzzy set associated to
each index term k;. In this fuzzy set, a document d; has a degree of membership
fi,; computed as

Hij =1— H (1—cia)

kl€dj

which computes an algebraic sum (here implemented as the complement of a
negated algebraic product) over all terms in the document d;. A document d;
belongs to the fuzzy set associated to the term k; if its own terms are related to
ki;. Whenever there is at least one index term k; of d; which is strongly related to
the index k; (i.e., ¢;; ~ 1), then p; ; ~ 1 and the index k; is a good fuzzy index
for the document d;. In the case when all index terms of d; are only loosely
related to k;, the index k; is not a good fuzzy index for d; (i.e., y; ; ~ 0). The
adoption of an algebraic sum over all terms in the document d; (instead of the
classic max function) allows a smooth transition for the values of the y; ; factor.

The user states his information need by providing a Boolean-like query
expression. As also happens with the classic Boolean model (see the beginning
of this chapter), this query is converted to its disjunctive normal form. For
instance, the query [q = k, A (ks V —k.)] can be written in disjunctive normal
form as [gany = (1,1,1) V (1,1,0) V (1,0,0)], where each of the components
is a binary weighted vector associated to the tuple (k,, ks, k.). These binary
weighted vectors are the conjunctive components of ¢y,.s. Let cc; be a reference
to the i-th conjunctive component. Then,

ffdnfzccl Voeey Voo Ve

where p is the number of conjunctive components of guns. The procedure to
compute the documents relevant to a query is analogous to the procedure adopted
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Figure 2.5 Fuzzy document sets for the query [g=ka N (ks V -k.)]. Each cci, ©
€ {1,2,3},isa conjunctive component. Dy, is the query fuzzy set.

by the classic Boolean model. The difference is that here we deal with fuzzy
(instead of crispy or Boolean) sets. We proceed with an example.

Consider again the query g = ka A (ko V —kc)]. Let Da be the fuzzy
set of documents associated to the index kg. This set is composed, for instance,
by the documents d; which have a degree of membership ji,; greater than a
predefined threshold K. Further, let D, be the complement of the set D,. The
fuzzy set D, is associated to %, the negation of the index term ko. Analogously,
we can define fuzzy sets Dy and D, associated to the index terms kp and ke,
respectively. Figure 2.5 illustrates this example. Since the sets are all fuzzy, a
document d; might belong to the set D,, for instance, even if the text of the
document d; does not mention the index kq.-

The query fuzzy set Dg is a union of the fuzzy sets associated with the three
conjunctive components of Gyns (Which are referred to as ccy, ccz, and cc3). The
membership pq,; of a document d; in the fuzzy answer set D, is computed as
follows.

Rqj = Hecitceatcesd
3
= 1 - H(l - IJ‘CCuj)
i=1

1— (1 = Ha,jHbjbe,) X
(1 — pta i, (1 = pe)) X (1= pa(1 = pp3) (1 = He,j))

i

where i ;, i € {a,b,c}, is the membership of d; in the fuzzy set associated with
ki.

As already observed, the degree of membership in a disjunctive fuzzy set is
computed here using an algebraic sum, instead of the more common mazr func-
tion. Further, the degree of membership in a conjunctive fuzzy set is computed
here using an algebraic product, instead of the more common min function. This
adoption of algebraic sums and products yields degrees of membership which
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vary more smoothly than those computed using the min and maz functions and
thus seem more appropriate to an information retrieval system.

This example illustrates how this fuzzy model ranks documents relative
to the user query. The model uses a term-term correlation matrix to compute
correlations between a document d; and its fuzzy index terms. Further, the
model adopts algebraic sums and products (instead of maz and min) to compute
the overall degree of membership of a document d; in the fuzzy set defined by the
user query. Ogawa, Morita, and Kobayashi [616] also discuss how to incorporate
user relevance feedback into the model but such discussion is beyond the scope
of this chapter.

Fuzzy set models for information retrieval have been discussed mainly in the
literature dedicated to fuzzy theory and are not popular among the information
retrieval community. Further, the vast majority of the experiments with fuzzy
set models has considered only small collections which make comparisons difficult
to make at this time.

2.6.2 Extended Boolean Model

Boolean retrieval is simple and elegant. However, since there is no provision for
term weighting, no ranking of the answer set is generated. As a result, the size
of the output might be too large or too small (see Chapter 10 for details on this
issue). Because of these problems, modern information retrieval systems are no
longer based on the Boolean model. In fact, most of the new systems adopt at
their core some form of vector retrieval. The reasons are that the vector space
model is simple, fast, and yields better retrieval performance. One alternative
approach though is to extend the Boolean model with the functionality of partial
matching and term weighting. This strategy allows one to combine Boolean
query formulations with characteristics of the vector model. In what follows, we
discuss one of the various models which are based on the idea of extending the
Boolean model with features of the vector model.

The eztended Boolean model, introduced in 1983 by Salton, Fox, and Wu
(703], is based on a critique of a basic assumption in Boolean logic as follows.
Consider a conjunctive Boolean query given by ¢ = kz A k,. According to the
Boolean model, a document which contains either the term k; or the term ky
is as irrelevant as another document which contains neither of them. However,
this binary decision criteria frequently is not in accordance with common sense.
An analogous reasoning applies when one considers purely disjunctive queries.

When only two terms are considered, we can plot queries and documents
in a two-dimensional map as shown in Figure 2.6. A document d; is positioned
in this space through the adoption of weights wz,; and wy ; associated with
the pairs [k;,d;] and [ky, d;], respectively. We assume that these weights are
normalized and thus lie between 0 and 1. For instance, these weights can be
computed as normalized tf-idf factors as follows.

idf,

Wy = frix —25
25 = fas maz; idf;
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Figure 2.6 Extended Boolean logic considering the space composed of two terms ks
and ky only.

where, as defined by equation 2.3, f; ; is the normalized frequency of term k; in
document d; and idf; is the inverse document frequency for a generic term k;.
For simplicity, in the remainder of this section, we refer to the weight w. ; as
z, to the weight wy ; as y, and to the document vector d; = (Wg,j,Wy,;) as the
point d; = (z,y). Observing Figure 2.6 we notice two particularities. First, for
a disjunctive query g, = k; V ky, the point (0,0) is the spot to be avoided. This
suggests taking the distance from (0,0) as a measure of similarity with regard
to the query gor. Second, for a conjunctive query gang = kz A ky, the point (1,1)
is the most desirable spot. This suggests taking the complement of the distance
from the point (1,1) as a measure of similarity with regard to the query qand-
Furthermore, such distances can be normalized which yields,

, [22 4+ y?
sim(gor,d) = —

8im(gand, d) =1~ (1—-x)? ;L (1-y)?

If the weights are all Boolean (i.e., wz; € {0,1}), a document is always posi-
tioned in one of the four corners (i.e., (0,0), (0,1), (1,0), or (1,1)) and the values
for sim(qor,d) are restricted to 0, 1/ V2, and 1. Analogously, the values for
$m(Qand, d) are restricted to 0, 1 — 1/v/2, and 1.

Given that the number of index terms in a document collection is ¢, the
Boolean model discussed above can be naturally extended to consider Euclidean
distances in a t-dimensional space. However, a more comprehensive generaliza-
tion is to adopt the theory of vector norms as follows.

The p-norm model generalizes the notion of distance to include not only
Euclidean distances but also p-distances, where 1 < p < oc is a newly introduced
parameter whose value must be specified at query time. A generalized disjunctive
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query is now represented by
Gor = k1 VP ko VP .. VP k,

Analogously, a generalized conjunctive query is now represented by
Gand = k1 AP ko AP . APk,

The respective query-document similarities are now given by

1
o +ab+ .+ 2P\
m

sim{qor,d;) = (

1
. I—z)P4+ (1 —22)P+...+ (1 —2,)P\ 7
sim(gand,d;) = 1-— (( i ) ( =
m
where each z; stands for the weight w; 4 associated to the pair ki, d;].
The p norm as defined above enjoys a ccuple of interesting properties as
follows. First, when p = 1 it can be verified that

ry+...+zxTy,

81m(qor, d;) = sim(gand, d;j) = ~

Second, when p = oo it can be verified that

$im{qor, dj) = max(z;)
8iM(gang, d;) = min(x;)

Thus, for p = 1, conjunctive and disjunctive queries are evaluated by a sum
of term-document weights as done by vector-based similarity formulas (which
compute the inner product). Further, for p = co, queries are evaluated according
to the formalism of fuzzy logic (which we view as a generalization of Boolean
logic). By varying the parameter p between 1 and infinity. we can vary the p-
norm ranking behavior from that of a vector-like ranking to that of a Boolean-like
ranking. This is quite powerful and is a good argument in favor of the extended
Boolean model.

The processing of more general queries is done by grouping the operators
in a predefined order. For instance, consider the query q = (k; A? k2) VP k3. The
similarity sim(q, d;) between a document d; and this query is then computed as

P H

1
(1- (mmgemmry?) 'y o

2

sim(q,d) =

This procedure can be applied recursively no matter the number of AND/OR
operators.
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One additional interesting aspect of this extended Boolean model is the
possibility of using combinations of different values of the parameter p in a same
query request. For instance, the query

(kl V2 k‘z) A ks

could be used to indicate that k; and ko should be used as in a vector system
but that the presence of k3 is required (i.e., the conjunction is interpreted as a
Boolean operation). Despite the fact that it is not clear whether this additional
functionality has any practical impact, the model does allow for it and does so in
a natural way (without the need for clumsy extensions to handle special cases).

We should also observe that the extended Boolean model relaxes Boolean
algebra interpreting Boolean operations in terms of algebraic distances. In this
sense, it is really a hybrid model which includes properties of both the set the-
oretic models and the algebraic models. For simplicity, we opted for classifying
the model as a set theoretic one.

The extended Boolean model was introduced in 1983 but has not been used
extensively. However, the model does provide a neat framework and might reveal
itself useful in the future.

2.7 Alternative Algebraic Models -

In this section, we discuss three alternative algebraic models namely, the gener-
alized vector space model, the latent semantic indexing model, and the neural
network model.

2.7.1 Generalized Vector Space Model

As already discussed, the three classic models assume independence of index
terms. For the vector model, this assumption is normally interpreted as fol-
lows.

Definition Let k; be a vector associated with the index term k;. Independence
of indez terms in the vector model implies that the set of vectors {kl, ko, ...,
kt} is linearly independent and forms a basis for the subspace of interest. The
dimension of this space is the number t of index terms in the collection.

Frequently, independence among index terms is interpreted in a more restrictive
sense to mean pairwise orthogonality among the index term vectors i.e., to mean
that for each pair of index term vectors k; and k we have k; k = 0. In 1985,
however, Wong, Ziarko, and Wong [832] proposed an mterpretatlon in which
the index term vectors are assumed linearly independent but are not pairwise
orthogonal. Such interpretation leads to the generalized vector space model which
we now discuss.
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In the generalized vector space model, two index term vectors might be non-
orthogonal. This means that index term vectors are not seen as the orthogonal
vectors which compose the basis of the space. Instead, they are themselves
composed of smaller components which are derived from the particular collection
at hand as follows.

Definition  Given the set {ki, ko, ..., ki} of index terms in a collection, as
before, let w; ; be the weight associated with the term-document pair (ki d;]. If the
w;,; weights are all binary then all possible patterns of term co-occurrence (inside
documents) can be represented by a set of 2! minterms given bymy = (0,0,...,0),
mz = (1,0,...,0), ..., mge = (1,1,...,1). Let g:(m;) return the weight {0,1} of
the index term k; in the minterm m;.

Thus, the minterm m; (for which g;(m;) = 0, for all i) points to the documents
containing none of the index terms. The minterm m; (for which g1(m2) =1, for
t =1, and g;(mg) = 0, for ¢ > 1) points to the documents containing solely the
index term k;. Further, the minterm my: points to the documents containing
all the index terms. The central idea in the generalized vector space model
is to introduce a set of pairwise orthogonal vectors r7; associated with the set
of minterms and to adopt this set of vectors as the basis for the subspace of
interest.

Definition . Let us define the following set of m; vectors

@ = (1,0,...,0,0)
My = (0,1,...,0,0)
Mot = (0,0, ,0,1)

where each vector m; is associated with the respective minterm m;.

Notice that 77; @ 77; = 0 for all i # j and thus the set of m; vectors is, by
definition, pairwise orthogonal. This set of 7i; vectors is then taken as the
orthonormal basis for the generalized vector space model.

Pairwise orthogonality among the 771; vectors does not imply independence
among the index terms. On the contrary, index terms are now correlated by
the 7; vectors. For instance, the vector 74 is associated with the minterm
my = (1,1,...,0) which points to the documents in the collection containing
the index terms ki, kg, and no others. If such documents do exist in the collec-
tion under consideration then we say that the minterm my is active and that a
dependence between the index terms k; and ko is induced. If we consider this
point more carefully, we notice that the generalized vector model adopts as a
basic foundation the idea that co-occurrence of index terms inside documents
in the collection induces dependencies among these index terms. Since this is
an idea which was introduced many years before the generalized vector space



